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Background in New Media Sound Art. Immersive art installations can employ technologies that capture movement to control sound manipulation. Intuitive natural mediation between the human body and an immersive environment is key to connecting underlying cognitive processes and sonic environments. Motion capture systems can support, extend and improve natural ways of interacting with musical content. This embodiment aims at meaningfully harnessing and exploiting the relation between body and sound in responsive or interactive music applications.

Background in Computer Science. The technological requirements for new media art installations can be met with hardware that registers relevant corporeal articulations to activate sonic content, and with flexible software to support it. In interactive art, issues like input device selection, beneficial mapping strategies, distributed processing and relevant properties for embodied music mediation technologies can be investigated and modularized efficiently.

Aims. The goal was to develop a user-oriented design methodology that allows for the extraction, implementation and evaluation of action-reaction couplings in the context of installation art.

Main contribution. A user-oriented methodology was developed to evaluate early prototypes of interactive art installations. This methodology is linked with the paradigm of embodied music cognition, currently a pivotal topic in systematic musicology. Our contribution lays a foundation for the development of a modular user-oriented design and development method, envisioning meaningful interaction in new media sound art and computer science. This method holds the promise of improving the design and development cycle of interface installations that operate on the borderline of new media sound art and computer science. We show that the field of systematic musicology provides a natural bridge between these two areas. Consequently, a number of principles from human-computer interaction (HCI) and usability studies were applied throughout different development stages to improve ergonomics and evaluate the technology’s applicability, relevance, functionality and intelligibility, thus guiding future developers towards a better understanding of user-to-system-communication and action-to-sound-coupling-strategies within immersive, interactive environments.

Implications. The proposed method provides an elementary but effective strategy to evaluate sonic and visual action-reaction-couplings and advances the field of new media sound art and computer science. The interdisciplinary and user-oriented development strategy we employ improves the quality and quantity of conceivable embodied music mediation applications. It entails progress in the interactivity of individual and collaborative gesture-based music controllers, and is indispensable to eventually achieving ecological validity and the cultural implementation of these types of music mediation technologies.
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1. Introduction

Over the last few decades, new and fascinating technologies based on bio-sensors, motion sensors, motion tracking systems, etc. have been developed, which allow non-traditional, gestural ways for interacting with musical content. These technologies have been used in academic music research as well as in the cultural and creative industry, where they have become very popular in entertainment and gaming (cf. Wii, Kinect). However, in the music sector, the use of these gestural technologies is not widespread, notwithstanding a number of notable exceptions, e.g. Björk performing with the ‘ReacTable’ (Jorda et al., 2007), Richie Hawtin’s alter ego ‘Plastikman’ and the ‘SYNK’ application, or Praga Kahn, performing with the ‘Xsense’ on their Frame by Frame tour.

Clearly, in order for these state-of-the-art technologies to function effectively within the music sector, new research is required that combines views from both new media art and computer engineering. The international music research community on sound and music computing (S2S2 roadmap, 2007) aims at working – by means of proactive research – towards the integration of these technologies within the different domains of the cultural economy and the cultural-creative sector (http://www.keanet.eu/en/ecoculturepage.html). It has been argued that systematic musicology may provide a common ground as a basis for this type of research (Parncutt, 2007; Leman, 2008a).

Therefore, we investigate what shortcomings and requirements can be reported from new media art on the one hand and from computer science on the other, in order to develop a methodology that integrates user-testing with technological development. This approach can indicate how progress might be made in the development of a framework that enables this type of testing.

In view of the goal outlined above, this paper describes the genesis of an interdisciplinary project situated in the nexus between the arts, musicology and computer engineering. The paper presents a user-oriented methodology, extracted and developed through a number of different experiments from both research fields that finally led to ‘Soundfield’, an audiovisual platform for social interaction.

First, the theories that underpin the user-oriented methodology as well as the artistic view that inspired it are presented. Second, a section follows that advocates the artistic context, states the requirements for the application of the technologies, and briefly discusses the necessary and available evaluation techniques. Third, we discuss the different stages in the design (and evaluation) process and how different requirements were met. And fourth, the prototype version of the audiovisual platform is discussed and some preliminary conclusions pertaining to the future development of this user-tailored immersive augmented reality environment are offered.
2. Theoretical background

Technological advance is one of the motors that drive the evolution of culture and cultural artifacts (Pacey, 1983). As music is not an exception to this, new and innovative technologies have usually been eagerly embraced by musicians and music-related industries (Theberge, 1997). Moreover, the pace, scale and manner in which this is happening today is unprecedented and the incorporation of sensor-based technologies have opened up new ways of interacting with music. The last few decades have seen an exponential rise in the number of new interfaces that support unconventional types of interaction (Lähdeoja et al., 2010). Furthermore, embodied music cognition has been proposed as a research paradigm for gestural music technologies (Leman, 2008b). In this theory, the body is seen as the natural go-between for musical experiences and the physical environment. The paradigm implies, for example, that during the encoding and decoding of musical information, the technology should allow the body to function as a mediator in its own right, without re-directing the energy of the human motor system onto an instrument that only allows a fixed mode of musical interaction (Miranda & Wanderley, 2006).

The study and exploration of an embodied way of interacting with musical content and the flexible relationship between musical experience and physical environment that these devices convey have become an important topic in music research over the last decades. The use of new technologies means that musically relevant action strategies are not fixed, allowing mediation devices to function as a natural extension of the human body. As a consequence, the guidelines for proper tool/instrument operation become heavily subject-dependent and limited only by the constraints of the human body (Godoy, 2004). In this respect, the new technologies severely put the imagination of new instrument designers to the test as they do not only bring about great freedom but also great challenges and uncertainty (Miranda & Wanderley, 2006). Given this context, embodied music cognition research has focused on the shift from perception to action, as the act of music making (i.e. the musical gesture) is considered equally important as the produced and the perceived music itself (Godoy & Leman, 2010).

2.1. The body as a mediator

In the paradigm of embodied music cognition, the body is seen as a natural mediator between musical experiences and the environment. Technological mediators are seen as extensions of the human body, and thus as prostheses that may increase the operational range of the human body. One of the goals of the mediation technology is to achieve the illusion of non-mediation, in which the subject views the mediation technology (traditionally the musical instrument) as being part of their own body. Accordingly, together with the technological mediator, the (human) body can be considered the instrument that expands the musical experience within a technologically extended environment. It is an aspiration of both the scientific community and the cultural-creative sector to allow the embodied mind to express its musical intentions through these new technologies for interactive sound creation. The
goal is to build an embodied music controller that is unhindered and unbound by the fixed interaction principles that are often prescribed by traditional interfaces. This human-machine interaction paradigm (Godoy & Leman, 2010) is based on the idea that action and perception are tightly coupled and embedded within sonic action-reaction-cycles (Leman, 2008b) that are linked with a repertoire of gestures and actions (referred to as human action-oriented ontology and affordances; Gibson, 1977). Closing the semantic gap, i.e. the discrepancy between the users’ high level cognitive representations and the low level measurable attributes in music (Leman, 2008b), can only be achieved by finding the appropriate correlations between corporeal articulations (gestures) and moving sonic forms (music).

The musical communication process that results from these technologies ideally occurs between multiple participants and within an interactive environment in which social and musical interactions can take place. Within a supportive, engaging and communicative environment, which is not merely a catalyst for communication, an interactive augmented reality environment can take on the role of social agent (Leman, 2008b). Theoretically, this opens up a whole range of possibilities for new and meaningful musical interactions, as well as opportunities for social interactions. This is because the participants of the social and musical communication process are no longer tied to stationary control or interface devices. However, this also raises a range of new questions (preferably not answered solely by its designers), as the technologies involve the prospective technology-users in decision-making processes such as mapping, sonification and social interaction strategies.

2.2. A user-inspired development strategy

The need for user-involvement stems from the fact that new gesture-based technologies have a high degree of flexibility and adaptability. If, on the one hand, it makes these technologies more versatile compared to more traditional musical instruments, the high degree of variability regarding possible manipulation strategies makes the connection with human body movement less straightforward. Since, independently of the interface that is used, mappings can be based on interaction patterns that are considered musically meaningful by users, the operation of these tools may be interpretable by any user.

Furthermore, the paradigm of embodied music cognition assumes that everyone can make use of the same natural mediator, i.e. the human body. As a result, developers aim to employ gestures that bear an obvious connection to musical features and that are universally understandable, regardless of cultural background, and use them as the controls of an interactive music tool that ideally can be operated by most users.

However, what constitutes musically meaningful interactions is not a fixed principle and may be considered to depend both on the corporeality of the individual user and their cultural background. This highlights the need for prospective users to be systematically consulted to evaluate and assess their involvement with these tools, during the development, testing and ultimately usage. User-inspired implementation strategies aim at testing various aspects of tools and frameworks should be used to
ensure the success of user-group-inspired and user-approved music mediation systems. Moreover, this is the only approach that may result in a viable set of scenarios or conventions for applying movement to the sculpting of sound. Through this user involvement, interactive applications can be made sufficiently malleable to accommodate a wide range of different users, not so as to fit possible marketing strategies, but to meet the requirements of various types of music performance. In this respect, the involvement of prospective users offers a new ad hoc perspective on culture-creation, inspired by a natural way of moving, linked as closely as possible to the innate human properties.

2.3. Artistic proposal

Art has traditionally been used as an instrument for communication by employing the ‘laws’ of aesthetics and iconography that are understood by the culture in which the art production is embedded. Since the advent of conceptual art, the cultural norms of iconography and aesthetics have become broader - at times blurred - and art creation has in some instances become more intuitive, a less culturally constrained practice. It may be argued that because of this, the nature of art has become more open-ended (Sabbe, 1989). Nevertheless, this shift from art as a defined way of communication towards open expression has often resulted into an ever-increasing illegibility. This incomprehensibility can be considered itself an obstacle, yet in combination with (hard to use) interfaces, such as the ones currently employed in new media art, it becomes very problematic, especially for interactive art where the participation of the audience is key to defining the meaning of the art-piece (Manovich, 2001). Therefore, the goal of introducing an embodied foundation for making new media art is to instigate meaningful interaction, as well as to provide the content, the intention behind it and the function of the art-piece (Coussement et al., 2010). New technologies based on gestural devices that are connected with the human body can be developed; with a user-centered design strategy, media art is regarded as the enabler of this methodology.

3. Requirements and criteria for user-centered development, implementation and evaluation of new media arts.

The following presents an approach for the development of a gesture-based media art application in collaboration with users. First, we discuss why we believe that the development of this technology within a real life artistic environment has an advantage over solely lab-based technologies. Second, we discuss a number of functional requirements that need to be met in the development of systems that use embodied music mediation technologies. Third, we offer an overview of a number of applicable evaluation methods.
3.1. Art as an ecological testbed for research

In a laboratory context, experiments are designed to limit the number of variables in play. This allows for the systematic exclusion of confounding factors and generally makes data analysis more straightforward and the results more compelling. However, a laboratory setup often presents circumstances that are rather detached from real-life, which can make the experience unnatural for the participants, especially when dealing with interactive technologies. Consequently, although suited to research purposes such as prototype evaluation, experiments conducted in a lab-context do not convey the same information as tests done in more everyday cultural settings. As a result, there is a need to achieve a balance between the accuracy of hypotheses testing in experiments and the naturalness of the experience and situation.

Science, especially cognitive science and research on human-computer and human-robot interaction, uses interactive art as a testbed in order to study action, perception, and cognition (Seifert, 2008). In addition, new media exhibitions and (interactive) art can enable user-oriented research, serving as a valid and a genuine context in which to conduct user-oriented tests. The contextual, iconographic and aesthetic aspects of the art piece can guide the user with respect to the purpose of the experiment, without limiting the overall experience. Consequently, to meet the functional needs of a given artistic context and assess an artistic purpose of the technology, we advocate that experiments with slightly more advanced setups should be conducted in the cultural sector. New media festivals (e.g. Ars Electronica, Transmediale) form an excellent ecological testbed for this type of research.

3.2. Design guidelines and functional requirements

For the iterative design process of the mediation technology to be successfully implemented, a setup was developed that used interrelated modular components to accommodate different implementation strategies in a flexible way. These components were 1) device-related, 2) user-related and 3) feedback-related, following Blaine and Fels (2003).

3.2.1. Device-related elements

The device-related elements influence the design choices that need to be made in the early stages and throughout the development process. These elements consist of: (i) the choice for interface type(s) and the interface interaction, i.e. what sensors are used and how they can actively or passively be controlled; (ii) the location and context, i.e. whether the application is, for example, presented as a secure and immersive environment or in a more public context; (iii) the scalability of the used technology; i.e. the flexibility in the actual size and number of possible participants within a given application.
3.2.2. User-related aspects

User-related aspects can be associated with: (iv) the objective and focus of the application, i.e. the goal and the implementation strategy; (v) the level of expertise that will be required, i.e. balancing skills and challenges to prevent either boredom or frustration; (vi) the required level of physicality, i.e. the amount of movement required to effect change between users and between user and interface; (vii) the user interaction, i.e. the level of social interaction the application allows or assumes. These considerations and choices have a profound influence on all stages of the development; early in the development process they can be used to assess the goal, whereas in later stages, when the device's basic operation has been decided upon, other purposes or interactions may completely alter and improve the nature of a given tool.

3.2.3. Feedback-related considerations

Feedback-related considerations are always related to, and take shape as a direct consequence of the choices made in connection with the user-related aspects of the development. These considerations involve: (viii) the used media, i.e. visual and/or sonic feedback; (ix) the controllable musical range, which is generally closely related to the maximum number of participants, the level of control, and based on the users’ ability to discern their proper input in relation to what is presented in terms of feedback.

Changing the parameters or properties of any of these components almost always has repercussions for the other elements. This is the reason why, during the first stages of the development process, the design is kept relatively open and generic. Over the course of the design process the features become more specific, increasingly well-defined and inevitably more fixed. However, modularized components allows changes to be made to a setup, while keeping elements that proved to be successful.

In parallel with these considerations, Ulyate & Bianciardi (2002) proposed a number of complementary design guidelines to be upheld in the development process of music mediation tools. In these guidelines, a distinction can be made between the interaction parameters and the (re)presentation parameters. First, concerning interaction parameters, any given application should have a simple and entertaining manipulation strategy, as well as a self-explanatory mapping strategy. Second, where decisions concerning the aspects of (re)presentation are to be made, the rule of thumb is that responsiveness is more important than resolution. Furthermore, the application should offer an immediate and continuous reward, and finally, it is imperative for a functional application to render an identifiable and aesthetically coherent response.

So far, the described steps focus on keeping the design of an application and its contents as open for as long as possible. However, at a certain point in the development, well-informed decisions concerning the concrete execution of a certain design will become inevitable. When a setup materializes into an actual
implementation, a number of usability inspection methods can be applied to help define and evaluate the specific functions of the given application, whether the purpose be educational, therapeutic, compositional, choreographic, etc. In this respect, the methods are not solely used to enhance the ergonomics of a system, but are of vital importance to help define the objective of that interface. As previously mentioned, the strength of music mediation devices that rely on the theory of embodiment is their flexibility and openness. This in turn can be considered a weakness when it comes to goal assessment of these devices. User-involvement is therefore vitally important when it comes to defining purpose, which improves the well-informed implementation of the technology.

3.3 Evaluation techniques from human-computer interaction applied to systematic musicology

The incorporation of new technologies that depart from a more traditional approach to instrument building, art production and perception implies the creation of devices that can adapt to user-specific goals, needs and aspirations. To test, examine and evaluate the operation of tools using embodied mediation technologies, usability testing methods adopted from human-computer-interaction studies can provide an important contribution to the field of music research, as they improve and accelerate the development process of embodied music mediation tools (Stowell et al., 2008).

The incorporation of these usability methods into systematic music research is a valuable contribution to the field for a number of reasons. The first reason is that the incorporation of use-cases by test-persons (as well as real-life users in realistic settings) is imperative in order to make developmental progress. That induces the need to evaluate these tools and their operation. Since human-computer-interaction studies are by default user-centered and include a number of efficient and cost-effective methods that allow for advances to be made in the overall usability of these tools, it is recommended that these techniques be used to develop systematic musicology.

The second reason is that a considerable number of developments in systematic musicology are determined by computer-mediated relationships between user and sound. Therefore, usability-studies can provide suitable strategies for development. The active participation of users in the development process is indispensable to make well-informed and acceptable design-decisions (e.g. What sound should be induced by what corporeal articulation, What movement is befitting to what sound, etc.). The third reason is that, even though human-computer interaction can be considered a fairly new aspect of systematic musicology research, to an extent certain elements are already in practice. Consequently, usability evaluations should be performed in a more systematic way and existing methods need to be improved and adapted to this specific research field in order to extend the scope of individual case studies (Kiefer, et al. 2008). Therefore, through application and standardization, research will stimulate progress and effectively give rise to new ideas for implementing better evaluation methods.
Next we present a selection of the methods that are applicable to the domain of music mediation technology based on the paradigm of embodiment. The combination of different elements, techniques and methods described here creates the opportunity to fully apply user-feedback in the prototyping and evaluation of various tools. A first set of methods can be described as “usability inspection methods” (Nielsen, 1994), which are commonly applied in this stage of development. These inspection methods are comprised of ‘cognitive walkthrough’ (Seago, 2004), heuristic (Mankoff et al., 2003) and task evaluation (Sutcliffe & Gault, 2004), interaction (Borchers, 2001; Barrass, 2008) and participatory design (Kensing, 1998; Carroll & Rosson, 2007), and so on. Usability inspection methods are a group of evaluation techniques that allows interfaces to be quick assessed by examining the features and proposed operation. This assessment would normally be based on past experiences, psychological principles, or a set of predefined operational guidelines. In the case of music tools, these methods have their use prior to or in addition to actual testing with users, accompanied by other (more empirical) evaluation methods. These more empirical methods consist of “user-inspection methods” and “userExperience evaluation methods”. The user inspection methods are applicable before and during early design stages and are intended to investigate the prospective and intended users of a new technology (Ijsselsteijn et al., 2007). They apply a number of qualitative approaches that generally precede the actual use-case-testing, which are normally made using focus group sessions, interviews and pre-interaction questionnaires (de Kort et al., 2007) that establish user-profiles. More empirical user-experience evaluation methods are used to investigate the interaction of test-subjects and (prospective) users with an application that implements embodied music cognition principles. These methods (Strickler, 1999) generally apply qualitative approaches such as questionnaires and interviews immediately after tool-interaction, and reassess the technology based on the user-inspection methods available. As such, they make an indispensable addition to the quantitative data provided by the used sensor or motion capture technologies.

This overview is not an exhaustive list of human-computer-interaction evaluation methods; however, these methods are already in use or readily applicable to this field of music research. Since music application development strongly resembles mainstream HCI-research, it is quite natural that techniques from the field of HCI and usability research are being developed, borrowed, customized and made available for this specific purpose (Wanderley & Orio, 2002).

To summarize, the development of new technologies that yield corporeal control over music is an integral part of interdisciplinary and systematic musicology. The development of these technologies greatly benefit from the feedback that users provide. To a large extent, some of the discussed methods are still application-specific. It is a challenge to formalize and systematize user-oriented research in such a way that the findings can improve and contribute to ongoing research.
4. User-driven development: an illustration

The considerations discussed above and evaluation techniques for gesture-based technologies for media art, as well as the necessity of a more user-inspired development process for embodied music mediation technologies, have instigated the adoption of a far-reaching user-oriented approach for the development of embodied mediation technologies. In what follows, we present an overview of different steps that led to this approach.

First, we describe a number of earlier use-cases and installations that highlight the issues at hand. They provided the groundwork for the interactive platform and the foundations of our profoundly user-oriented methodology, which finally led to the technological development for an interactive installation, called SoundField.

4.1. Early Use cases

Some preliminary user-tests were done in the context of a number of small applications, called “Beat it” and “Dance2 the music”. The first application presented three participants with music tracks when correctly entraining and attuning the intensity of their movements with each other. The second allowed four participants to simultaneously control a number of musical parameters of prerecorded tracks. However, the results of the movement analysis were inconclusive and during post interaction interviews, a large number of test-subjects reported that over the course of the game they either became confused, bored or frustrated with the applications. This aptly demonstrated the need for more user-involvement in the development.

The first serious attempt to make a more systematic user-experience evaluation of an application under development was made during multiple experimental and demonstration sessions of a collaborative music game, namely the ‘Sync-in-Team’ game (Leman et al., 2009). In Deweppe et al. (2009), we explored how prospective users could and wanted to use the technology, how well they experienced control and what they liked and didn’t like about the prototype. Within the setup, we aspired (1) to evaluate the properties and qualities of the existing game, (2) to gain insight in the shortcomings participants felt the setup had, and (3) to gather feedback on changes and additions that should be made. Finally, we wanted to establish how well feedback regarding the application could be recorded and applied for further development. Using a selection of heuristics adapted from the heuristic evaluation and interaction design method, some initial problems with the tool’s operation (relating to the algorithms, hardware and visualizations) could be located and remedied. Also, initial inquiries were made that dealt with the properties of different input devices in order to establish the best use of this technology.

After the initial design and evaluation stage, further usability testing was done in combination with actual participant-testing of the application. A first set of tests was done in the lab, after which the game was presented to the general public during three events. The users’ interaction was recorded on video and after playing the game a
random selection of people that had interacted with the game-prototype were interviewed. The interviews consisted of a pre-established set of questions that were presented after the game to the contestants in a semi-structured way. The topics that were addressed in this investigation related to the users’ experience of affordance, usability and game enjoyment (Ijsselsteijn et al., 2008). The interview investigated how transparent the objective of the game was to the participants and how successful their used strategy was. Furthermore, the participants were tested on how well they understood set tasks, assessed strategies and goals, and how easily they could achieve them. The participants were also asked questions to probe the level of concentration required to perform the task, the level of control they experienced, and to evaluate the musical and visual features of the game, both aesthetically and functionally. Some follow-up questions dealt with the creativity, focusing on the representation, gaming strategies, making and correcting of mistakes, the amount of challenge that was experienced, and the gratification (or frustration) they felt after playing the game. Finally the respondents were asked to make recommendations for changes or additions to make the game more appealing. To improve the affordance and usability of the application, an interface evaluation test was performed with three different input devices during the public events, where the application was shown to establish what interface had the best properties and yielded the best control.

The user-experience evaluation of the prototype was an apt means to address flaws and strengths in the design, all of them pointed out by users, as users were given an active role in the design process. The improvement of a setup thus became an integral part of this iterative feedback design process. Additionally, this study showed that the constructive implementation of user-feedback, in parallel with user-evaluation research (e.g. user profiling), is very useful in aiding the development of interactive or collaborative embodied music gaming applications from an early stage onwards. Finally, this methodology is sufficiently flexible for it to be adapted towards an evaluation of comparable applications.

4.2. Art-driven projects

People working within HCI and the arts interpret the term “interactivity” in slightly different ways. Whereas interactivity in HCI often relies heavily on the relationship between user and technology, in the arts it often resides on a more psychological level, where the art work acts often as a mediator, allowing a two way communication (at times very imbedded within the art piece itself) between artist and public. ‘Heart as an Ocean’ and ‘Lament’ are both art installations that aim to investigate how to make this communication as fluid or seamless as possible. Both installations serve as a mediator, translating the artist’s ideas via sound. Rather than communicating in one direction, the intention of the artist is to gain knowledge concerning the public’s reaction; how they adapt their actions according to their surroundings, how they experience the installation, or whether or not the installation invites the public to react to each other’s actions.
The first installation, ‘Heart as an Ocean’ (Figure 1), was meant to be experienced alone, and a strong action-perception-coupling between the user and the installation was sought using a biometric feedback loop of an EEG-signal, sonified as waves crashing onto a shore (Coussement et al., 2008). The artist’s hypothesis was that people would become more at ease by listening to the sound, which was a direct consequence of their own brain activity. This hypothesis was investigated through previous interviews with the audience, and the artist hoped to make it more concrete, using a combination of objective measurements (comparing the heart rate over time) and a short tailored questionnaire. Although there was no confirmation of the hypothesis in the objective measurements that were made, all the users reported feeling more relaxed after their participation. To complement the objective measurements, a semi-fixed interview was prepared to evaluate user-experience within the context of this artwork. In addition to demographic information, some questions were asked that dealt with comprehension, perceived purpose, evaluation, operation and sensory perception within the installation. Even though most of the participants were willing to partake in the interview, the results tended demonstrated how difficult it was to successfully gather user-feedback with a finished art work and within an artistic context.

The second installation, ‘Lament’ (Figure 2), was designed to provoke people to work together. To attract people, the whole installation acted as a macro-organism engaging with the environment by listening to the surrounding sound. It responded to the sound the public made by softly ‘singing’. The use of five suspended megaphones gave the installation its iconographic visual identity. Each of these megaphones listened individually to what was nearest to them. When a participant spoke directly into one of the megaphones, the preset amplitude threshold was crossed, triggering a second level, in which that particular megaphone ‘sung’ out loud. Each megaphone had an individual voice, which led to participants investigating the different megaphones. Next to the installation, a computer terminal enabled the public to report on their experience by filling out an online questionnaire. Quite early on in the exhibition it became apparent that very few people took the time to comment on their experience,
even though they were made aware of the possibility by posters hanging around the exhibition space.

**Figure 2.** Lament, installation presented at the music centre Bijloke, Ghent.

Approximately 15,000 visitors attended the exhibition at music centre Bijloke in Ghent, Belgium. An online questionnaire was prepared and positioned next to the artwork to evaluate user-experience feedback. The first set of questions pertained to the participants’ awareness of the installation, the functional and aesthetic properties of the artwork, responsiveness and interaction. The second part of the questionnaire asked about demographic information, cultural activity and background, and specific familiarity with new media and installation art. An open invitation to participate in the questionnaire during the week-long exhibition rendered less than 50 full responses. Combined with the experiment ‘Heart as an Ocean’, it was clear that merely exhibiting a finished art piece in a museum context was not an efficient way of conducting research on interactivity, or of developing our proposed methodology.

### 4.3. Sound-based multivariate exploration through interactive sonification

In parallel with the design of the previous artworks, the development of a software framework was initiated, aiming at providing an adaptable platform for deploying user-centered interfaces. The latter were to be developed through a prototyping approach and were to be initially confined to a specific domain, namely interactive sonification. The goal of this interactive sonification was to enable users to access multiple information levels in non-speech sound-based communication (Diniz et al., 2010).

The design was based on the incorporation of theoretical concepts into the software architecture (such as sound objects, corporeal motor composition, embodied music cognition). As such, the architectural framework was based on the functional division of modalities into individual branches around a virtual-scene representation. Following a top-down approach, it was composed of abstract managing cores and their respective elements per modality – visual, auditory and human input – which
provided a unified, scalable interface between the elements that constituted a particular use-case. The concrete low-level functionality was then implemented via a bottom-up procedure through the use of adequate external software libraries. As a result of this encapsulation, the concrete implementation of the virtual worlds and their modal representation and manipulation could be either refined or substituted according to the desired performance, access or functional needs. In the following subsections the use of virtual objects as the chosen mediator paradigm and two exploratory use cases are addressed.

4.3.1 Virtual objects as a mediator principle

In order for this project to have a mediation methodology that would satisfy the adaptability and scalability requirements of user-centered interfaces, an approach based on the expansion of the mediating role of the body through virtual entities was followed. In relation to a previous study (Mulder, 1997), this chosen direction established a base for a conceptual bridge between the architectural nature that one can identify in sound objects (Chion, 2000), the motor constraints of the human body (Godoy, 2004), embodied mediation technology (Leman, 2008b) and an object oriented software paradigm. As a consequence, mediators capable of representing multilevel mapping layers were generated in an environment that stimulated the immersion of the natural communication tools of the users. Furthermore, such a close relationship between user and the previously described mediation technology was expected to provide a solid ground for the application of user-oriented methods.

4.3.2 Use cases

4.3.2.1 The virtual string

This use case assessed the suitability of the mediation principle described above. Additionally, it tested both the design and the performance of the framework’s preliminary implementation. The use case entailed “playing” a virtual string object, using two virtual objects that are controlled by the user’s hands (Figure 3). Thus, a physical space was mapped onto the virtual world in which a cylindrical object representing the sound producing string was positioned in the middle. Through 3D positioning and orientation, by means of optical tracking, the users could “pluck” the string when it collided with the users’ tracked “hands” (also represented through virtual objects). Initial assessments were drawn from the users’ comments that followed the interaction sections. This information provided further implementation guidelines regarding the configuration and morphology of the virtual object in the following use case.
4.3.2.2 Music-based interactive sonification

Based on the feedback from the virtual string project, we developed a new and more advanced interactive sonification system that targeted the interactive exploration of multivariable data through non-speech audio communication (Diniz et al., 2010). The goal of this implementation was to investigate, through the application of concepts used in electroacoustic musical composition, the possibility of establishing a unified context between individual sound streams that are exposed simultaneously through time.

As in the previous use case, the inspection process was conducted through the interaction with virtual objects in an immersive 3D environment (Figure 4). This extended the study of the relationship between the users’ embodied behavior and the virtual entities, and the different sound levels. The present use case’s conceptual design was based on the combination of two main metaphors: the virtual inspection window, providing access points to the variables and their values belonging to a given dataset, and the virtual microphone, which implemented a sonic inspection tool controlled by the user’s hand (in relation to Stockhausen, 1965). Each independent virtual object belonging to the virtual inspection window functioned as a sound source. The sonic representation of its value was activated through collision detection, when the inspection volume of the virtual microphone intersected the virtual objects. Moreover, two additional sonic representations of the relationship between the data’s values were made available, interval and chord, in order to provide a sonic feedback of proportions in the data. In addition, the position of the activated objects in the inspection volume of the virtual microphone influenced the respective output in terms of auditory relevance.

In summary, the adopted interface paradigms can convey multiple perspective views between different levels in the form domain by representing the evolution of the sound object/data in time and in structure, and by establishing and comparing different groupings of N variables.

Finally, a preliminary user test was conducted. Although revealing some issues concerning the ad hoc configuration, the task performance improvement as well as the overall positive feedback concerning the base methodology was encouraging. As such, we concluded that the adopted approach could help to close the semantic gap between the user and data through sound.
Nevertheless, although providing insights into the relationship between task performance and user appreciation, the exploration of features through use cases confined to a specific domain proved to be too restricting. More specifically, this limitation was present in the interaction features’ assessment and in the structuring process, a fundamental condition for the adaptability adherent to the rapid prototyping requirement. Therefore, a need for a broader, more ecological context that would allow the extraction of features based on demand and experimentation was identified. This strategy would result in a more focused and comprehensive bottom up listing, while guiding the top down background and mediation paradigms preliminary decisions. This new development context was created in SoundField, the focus of following section.

4.4. SoundField

The initial testing, the development and deployment of the previous use cases resulted in ‘SoundField’, an immersive augmented reality environment. Using a multi-view orthographic projection and a combination of infrared motion tracking and custom user-interface devices, SoundField provided access in the real world of objects existing in the virtual world. More than merely functioning as a testbed for different modes of interaction, usability and use cases, ‘SoundField’ is an artistic installation.

The levels of interaction (Figure 5) were derived from theories relating to social interaction, and accordingly the installation represented various levels. The more people interacted, the greater the potential level of human-computer interaction. As a result, the different levels of human computer interaction could only be accessed when people worked together within the system. And as such, ‘SoundField’ functions more as a catalyst for social interaction than as an interactive human computer interface.

The levels of interactivity were defined by increasing spatial dimensions: from a point over a line, connecting two points, to a surface, where three points are interconnected.
In addition, each of these dimensions corresponded to an equivalent aural dimension, where sounds gained in complexity throughout the increased dimensionality. A single user could access the first level, which he could reposition and alter by using his movements with the aid of a controller. Access to the second level, visually represented by a line, was only granted when a second person occupied the same space. An additional premise was the way the two users interacted: the line could only be instantiated when the users, individually interacting on the level of points, were positioned close enough to each other and face one another. Following this, they had the freedom to stretch the line until a certain breaking point, where the strain would become too large, mimicking the behavior of a real string. Accessing the third level, where surfaces acted or mimicked the behavior of a drum, required yet another participant.

Figure 5. SoundField, levels of social interaction and spatial counterparts.

A first demonstration was presented during an artistic summer school in July 2011 (at Destelheide, an education centre in Dworp, Belgium). This summer academy annually brings together people from all ages and diverse fields in the arts. This provided a very varied sample of potential users. Our test audience was asked to interact with a mockup, solely laptop-based demonstrator. After their interaction with the demonstrator, participants were gathered into small focus groups. During open interviews with these focus groups, the envisioned immersive environment setup was explained and questions were asked concerning functionality and goal assessment, tool operation, social interaction patterns, sonic and visual components and aesthetic properties.

At the beginning of October 2010, a first set of usability inspection tests was performed with the fully deployed version of the demonstrator (Figure 6, left). Furthermore, in collaboration with the instructors of ‘Wisper’ (a cultural organization that provides workshops and courses in dance, literature, music, theater, sculpture and audiovisual arts), a similar combination of demonstrations and focus group sessions was organized (Figure 6, right).

From both sessions, several ideas emerged, some of which crystallized into specific interaction strategies or that were subsequently implemented in user-cases. Finally,
from October 2010 to May 2011, in close collaboration with the Flanders “Youth and Music” program (that ran at Destelheide) the ‘SoundField’ installation was presented to a broad audience. During this period, several fully functional implementations of the technology were developed according to the prospective users’ requirements, gathered during the user evaluation sessions. These requirements were incorporated (to the extent of what was achievable through rapid prototyping) and presented to the same user groups. After another set of tests and interaction sessions, the specifications of the given use case, and the experience of the users with the technology was recorded, in order to incorporate this knowledge in the following user-cases. In summary, the iterative development process, which included 1) demonstration, 2) interrogation, 3) implementation, 4) interaction and 5) evaluation was carried out throughout the entire duration of the project.

Figure 6. Mockup laptop-based demonstration of ‘SoundField’ presented in July 2011 (left), and the first interaction session with the ‘SoundField’ prototype, early October 2011 (right).

5. Conclusions and outlook

The presented methodology and concepts are a good example of how user-inspired research can be executed and applied to the development of an immersive augmented reality environment. It is by no means the goal of this paper to present a fixed design method, but rather to offer a viable, cost-efficient design strategy that successfully results in intuitive embodied music mediation technologies.

Most of the described processes dealt with applications that worked in their own right; yet, it was the close, fruitful and egalitarian collaboration between researchers from the arts, musicology and computer sciences that enabled the improvement. A great challenge of this pro-active research is to successfully make the transition from laboratory context and research environment into the “real world”, by striving to make a more spontaneous and natural way of meaningful musical interaction acceptable to the cultural-creative sector, its stakeholders, institutions and participants. In that respect, the offered perspective helps to support ecological validity, aid future cultural embedding, and make immersive virtual environments acceptable within the cultural-creative sector.
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